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ABSTRACT
The problem considered in this article involves the construction of evaluation model, 
which could subsequently be used in the field of modeling and risk management. The 
research work is finalized by a construction of a new model on the basis of observa-
tions of the models used for risk management and knowledge of information theory, 
machine learning and artificial neural networks. The developed tools are trained on-
line, using their ability for automatic deduction rules based on data, during model 
application for evaluation tasks. The model, consequently changes the data analysis 
stage, limits the scope of the necessary expertise in the area, where the assessment 
model can be used and, to some extent, the shape of the model becomes independent 
from the current range of available data. These features increase its ability to general-
ize and to cope with the data of previously undefined classes, as well as improve its 
resistance to gaps occurring in the data. Performance of the model presented in this 
paper is tested and verified on the basis of real-life data, which would resemble a 
potentially real practical application. Preliminary tests performed within the scope 
of this work indicate that the developed model can form a starting point for further 
research as some of the used mechanisms have a fairly high efficiency and flexibility.

Keywords: risk management, scoring model, information theory.

APPLIED SCORING MODELS

This article is intended to present an innova-
tive and flexible approach to scoring model con-
struction.  The term scoring model used within 
this paper should be understood as a generic tool 
enabling to apply a risk mark to a given object, 
provided that the set of objects of the same time 
with observed risk results was previously collect-
ed. The assembled set of observations would be 
referred to as a historical data. The risk mark is 
an indicator, which permits to estimate at the mo-
ment the assessment of the future risk related to 
a given object. The key assumption of all scoring 
models is the existence of possibility to predict 
future risk on the basis of past characteristics of 
objects and observed results. This assumption is 

proved to be right by market practice, however, 
recently, as the market changes are becoming 
more intense and frequent, many models require 
experts adjustments, which would compensate 
their inertia.

Models allowing to predict future risk on the 
basis of historical data are fundamental tools ap-
plied for risk assessment and management within 
banks, insurance companies and other financial 
sector entities.  They are applied to asses risks re-
lated to various contracts (e.g. loans, insurances, 
etc.) during the sales process and are intended to 
allow company to maximize its profit by manag-
ing the structure and margins of sold products.
The most fundamental applications are:
 • minimizing the number of customers or prod-

ucts with undesirable characteristics (i.e. to mit-
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igate the number of borrowers which are most 
likely to default within the banking sector),

 • proper evaluation of the risks associated with 
customer or product (i.e. offering the customer 
an adequate price for insurance products),

 • maximization of profit realized by adjusting 
the margins to average levels of risk.

The model is construed in technical manner 
as a mathematical and informational tool, which 
allows to apply a numeric (continuous or dis-
crete) measure to an object described by the col-
lection of categorical and continuous variables. 
This measure should accurately reflect the future 
risk (understood here as a necessity to bear the 
cost) related to this objects. In most applications 
models are constructed to solve a particular entity 
of the problem. Currently, there are two main cat-
egories of risk scoring models:
 • basket model – it is the most commonly used 

approach, based on market experience. It uti-
lizes the parameters to divide objects into sub-
groups (portfolios). For each portfolio a like-
lihood of risk event is evaluated on the basis 
of the classic Laplace probability definition. To 
obtain the most accurate results the observa-
tions are divided also across the time line and 
different averaging techniques are adopted (e.g. 
moving averages, moving windows, trimmed 
means, etc.). This method owes its popular-
ity to the simplicity of implementation and 
back testing. The most significant drawback 
of this method stems from the impossibility 
of changing classification parameters (which 
would ultimately result in changing the model). 
Moreover, this method does not permit to as-
sess each object individually, therefore, we may 
observe changes in average quality of buckets 
along the timeline of model application;

 • function model – the other popular approach 
is to attempt to build a function of object 
variables, which would map them directly to 
the probability of risk even occurrence. This 
method is less popular due to the need of de-
velopping a function model (e.g. to iden tify 
the character of each parameter impact or to 
eliminate cross-correlations), which is usually 
time-consuming and requires expertise in the 
area of application of the model. Moreover, 
the verification of the effectiveness of this 
method is much more difficult as it requires 
a proficiency in the field of statistics for de-
termining the prediction power. The function 

model has significant advantages, of which 
the biggest is the ability to assign each object 
an individual score. Moreover, the use of the 
evaluation function allows to fully utilize the 
information carried by continuous vari-
ables without the necessity to divide values 
of such a variable into basket. Both popular 
models are similar to each other with respect 
to the steps required to implement and utilize 
them;

 • construction phase – the analysis of collected 
historical data is performed, key variables are 
identified and applied to derive the model, the 
model is subsequently constructed and param-
etrized. This step is performed only once, at 
the beginning of the application of the model;

 • application phase – this phase lasts as long as 
the model is applied. The new objects are as-
sessed and the data on their performance are 
collected;

 • testing phase – this phase periodically inter-
rupts application phase. The actual observa-
tions are compared with attributes designated 
by the model, and results are utilized to im-
prove parameters of the model.

The flow of models application, as indicated 
above means that they are not capable of fast ad-
aptation to changing market conditions. More-
over there is no possibility to easily extend them 
to utilize additional data.

DEVELOPED SCORING MODEL

ASSUMPTIONS

In this article, a new, flexible approach to de-
rive the scoring model construction is presented. 
The most important issue is to provide within the 
proposed model the capability to automatically 
detect dependencies between input data variables 
and observed risk events on the basis of collected 
samples. Such an approach shall result in versa-
tility of the model and capability to work cor-
rectly for different instances of scoring problem. 
Moreover, it should allow to determine on-line, 
which parameters are the most valuable. The key 
assumptions, which shall be met by the developed 
model are:
 • ability to assess the objects without being fit-

ted to the particular instance of the problem,
 • high utilization of the most current informa-

tion,
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 • no requirement for periodic updates of model in 
order to achieve desirable quality of prediction,

 • possibility of effective implementation,
 • ability to use continuous and discrete variables,
 • ability to work with data and a wide range of 

variables together with their values. 

MODEL CONSTRUCTION

The model presented within this article is 
a hybrid solution based on artificial neural net-
works and basic concepts of machine learning 
and information theory (mainly decision trees). 
The most fundamental difference between clas-
sical models and the new approach is its modus 
operandi. Instead of creating strict classification 
rules on the basis of historical data and then ap-
plying them to evaluate new objects, the proposed 
model preselects the historical data sample and 
creates evaluation rules on-line for each object 
to be evaluated. Therefore the proposed scoring 
model is composed of two main parts:
 • the classifier module – it is based on condition-

al entropy (see e.g. [1]) and allows to preselect 
a collections of historical data. Its main goal is 
to provide approximation with a collection of 
objects within the historical sample, which are 
the most similar to the one, being evaluated. 
Consequently its structure must allow to mea-
sure the distance between objects. This can be 
achieved by applying some form of a metric or 
by using the decision class building algorithm, 
such as e.g. decision trees. Our model uses an 
original semi-classification method (see chap-
ter Information gain based classifier), due to its 
effectiveness to cope with large data sets. The 
designation of a set of similar cases in accor-
dance with the metric might occur to be more 
accurate, but it would be also more time con-
suming which would deteriorate model effec-
tiveness significantly. Direct application of the 
algorithms building decision trees, would also 
be not effective in the context of the mod-
el performance. Therefore, in this paper an 
original concept is presented, which elimi-
nates the most critical prob lems. Namely, 
it utilizes the concept of information gain, 
which is in fact a difference between the en-
tropy of a problem and conditional entropy 
calculated for selected parameters fixed. 
On the basis of this value a hierarchy of pa-
rameters is constructed. The classifier pro-
vides collection of the most similar cases by 

selecting objects to meet the sample group 
size by thereby assuming consistence of vari-
ables, starting from the most informative ones.

 • the approximator module – it is based on 
multilayer perceptron (see e.g. [2]), which is 
further referred to as MLP. It is trained using 
the sample preselected by the classifier mod-
ule and allows to score the new object. Its use 
in practice does not require expert knowledge 
on the issues, to assess which model is used. 
MLP in the premise should allow to as sign a 
new object attributes by the use of standard 
procedures for learning and use of the net-
work. For any new patterns, a set of historical 
data is provided by a classifier. An important 
issue is that despite the use of the classifier, 
the network is trained with the full set of pa-
rameters. Moreover, unlike classifier, the MLP 
adopts for continuous variables their actual 
values instead of the class to which they have 
been assigned by the classifier.

The classifier module is a preselection tool, 
which generates learning sample for approxima-
tor module. It must possess knowledge of data 
structure, however it can be refreshed periodi-
cally or on demand (depending on actual business 
needs) without losing its original capabilities. The 
approximator module is trained for each evalu-
ated object separately, which in turn permits to 
alter its structure in any given moment to utilize 
all of the available data and knowledge.

MODEL OPERATING SCHEMA

The generated model is a tool implementing 
the following operating schema:
1. The preliminary phase of preparation of the 

model to deal with a particular type of data 
and calculating the information gain. It may 
be split into two key activities:
 • data analysis sub-phase – the model 

analysis for data structure – it requires 
user to decide which numeric variables 
should be treated as continuous and 
which as categorical. The result of this 
analysis is a dictionary of parameters 
and attributes, their respective ranges 
of values and the number of categories. 
Rebuilding the dictionary should not be 
performed in the operating model, howev-
er, it can easily be extended during the use 
of the model to reflect the changes in pos-
sible values or range of available variables.
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 • information gain calculation sub-phase – 
for all parameters there are applied meth-
ods of performing division parameters 
into classes and enumerators. In sequel 
appropriate information gain parameters 
are evaluated. The effect of this phase is a 
structure of in formation about the param-
eters, their pos sible values, and their infor-
mational power. This phase may be repeat-
ed with each addition of new observations 
into the historical data set.

2. Phase of determining the structure of tools. In 
this step, based on the data collected in phase 
1, information about the characteristics of 
the problem determines the structure of used 
tools:
 • classifier – must work according to the data 

structure collected and analyzed in sub-
phase (a) of phase (1).

 • approximator – must be able to work on the 
data provided by classifier.

3.  Phase application of the model. Within this 
step a model is used to evaluate new objects. 
The new observations are included into the 
historical data and model is able to utilize 
them to make new predictions. It is also re-
quired to periodically verify the accuracy of 
the model. The model may be extended to be 
capable of including information on the new 
parameters and the structure of tools may also 
be adjusted to provide higher accuracy.

THEORETICAL FUNDAMENTALS   
OF MODEL

INFORMATION GAIN BASED CLASSIFIER

Entropy

Entropy in the context of this work is deter-
mined for discrete variable and should be un-
derstood as proposed by Shannon [3]. Under the 
present proposal, entropy is defined as a measure 
of uncertainty and the weighted average amount 
of information carried by a single value of a 
random variable. The weight is assumed for the 
probability of adoption by the value of a random 
variable. In the sense of Shannon entropy, denot-
ed by the symbol H for a discrete random variable 
X with set of admissible values χ = {x1, ...., xn} of 
the probability function P(x) is described by the 
formula:

[ ]

H X χ = {x1, ..., xn}
P (x)

H(X) = −
n∑

i=1

P (xi) logb P (xi).

[ ]

Conditional entropy

Conditional entropy is an extension of the 
concept of entropy for systems with a larger num-
ber of random variables. In this paper, the term 
is used in accordance with the definition given in 
[1]. Conditional entropy is a measure of the en-
tropy of an unknown discrete random variable Y 
at a fixed value of a discrete random variable X. 
An important property of conditional entropy is 
irrelevance to determine whether the variables X 
and Y are dependent or not. If by the H(YǀX = x) 
we assume the entropy of Y conditioned by the 
variable X taking a fixed value of x, then H(YǀX) 
is the result of averaging the values of H(YǀX = x) 
on the set of all possible values that x takes on a 
set X. Assume, therefore that X is a discrete ran-
dom variable with support X, then the conditional 
entropy H(YǀX) is described by the formula:

Y X

X Y H(Y |X = x)

Y X x H(Y |X)

H(Y |X = x) x

X X X
H(Y |X)

H(Y |X) ≡
∑
x∈X

p(x)H(Y |X = x).

[ ]

IG(Y,X) = H(Y )−H(Y |X).

[ ]

[ ]

[ ]

P

PH (pi, hi) pi ∈ P

Information gain

The information gain in this work is under-
stood as a concept in the field of machine learn-
ing, as defined in [4]. In general, the term de-
scribes the change in entropy of information be-
tween the initial state and the state in which shall 
be selected for a given parameter:

Application of information gain in machine 
learning

A measure of the information gain in classical 
machine learning (see e.g. [4]) is used to iterative-
ly select the best variable to split in the construc-
tion of decision trees [1]. An example of a popular 
algorithm implements the Information Gain Algo-
rithm ID3 [5]. Classifier proposed in this paper, 
as well as algorithms for construction of decision 
trees, are based on the value of the information 
gain. The main difference between the decision 
trees and the proposed classifier is that it takes into 
account only the information designated parameter 
increment between the input state, and a state in 
which a single parameter has a fixed value.

In the proposed model, the classifier calcu-
lated values of the parameter increment of infor-
mation allow to build a hierarchy of significance 
P parameters. We define a set of parameters PH 
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objects as a collection of the following pairs (pi, 
hi), where pi ϵ P is the identifier of the parameter, 
and hi is calculated for the growth parameter in-
formation. The classifier implements the steps:
1. Make a set of decision rules for an object PWo 

as the empty set. Its elements are pairs of the 
form (pi, vi), where pi ϵ P is the ID parameter 
and wi is the value.

2. Choose the most important parameter pj such 
that hj > hi    (pi, hi) ϵ PH.

3. Check the wo of the newly tested object pa-
rameter pi.

4. Determine the cardinality l of the set of his-
torical elements for which the value of the 
parameter pj is equal wo and the correspond-
ing values wi of all the parameters pi belong-
ing to PWo.

5. Remove pair (pj, hj) from the set of PH.
6. Check if the cardinality l satisfies the assump-

tions determined by business requirements for 
given instance of a problem.  If so, add a pair 
(p, wo) to set PWo and exit. If not, depending 
on the reasons for non-compliance with the 
rules add or no pair (pj, wo) to set PWo and re-
peat steps 2–6.

Resolved decision trees issues

Practical application of decision tree learn-
ing methods has allowed the identification of a 
number of the problems described in [4]. The pro-
posed approach allowed to mitigate their impact 
on model:
 • over development of decision trees, which of-

ten reduces the ability of generalization, is miti-
gated by adapting strict boundaries for result, 

 • missing exclusion of parameter identifying in-
dividual objects. Such problem can occur in 
the case of numeric variables that are not de-
fined as direct object identifiers (such as social 
security numbers, bank accounts, credit cards). 
This attribute will automatically minimize the 
entropy, and therefore automatically becomes 
the first parameter dividing set. However, the 
application automatically excludes the possi-
bility of using it, as the result would not allow 
to generate sample of desired size,

 • lack of using of continuous attributes, which 
stems directly from the lack of a direct gen-
eralization of the definition of entropy for a 
continuous variables. This problem is partial 
resolved by applying procedure as described 
in next chapter.

Continuous variables in classifier

The problem of handling continuous vari-
ables is partially resolved within this model by 
application of tool splitting data into baskets. The 
method used involves the designation of the opti-
mal width of baskets by designating their bound-
aries according to the method proposed in [6]. 
This method assumes that the observed values are 
derived from the frequency of unknown function 
that generates an observable event. These events 
are forming baskets, which is cardinality deter-
mined to generate a histogram for the observed 
values. The problem is therefore to find the op-
timal number of baskets, which in practice is 
equivalent to finding the optimal width of the bas-
ket. The question of optimality can be described 
as minimizing MISE (integral mean-square error) 
between estimator in the form of a histogram and 
a priori unknown function of the frequency. Op-
timization is not possible to be directly applied 
because of the lack of knowledge of the real func-
tion of frequency. However, the method proposed 
in [6] allows the estimation and minimization of 
MISE based on the data.

The following procedure allows to find the 
optimal width of the bin for the histogram de-
noted as ∆opt:
1.  Data from the sample T are divided into N 

bins, each of which has a length of ∆ = T/N. 
The number of events collected in i-th inter-
val, denoted as ki is determined and the aver-
age and variance of number of events are cal-
culated using the formulas:

•

[ ]

[ ]

∆opt

T N

∆ = T/N i ki

k =
1

N

N∑
i=1

ki,

v =
1

N

N∑
i=1

(ki − k)2.

2. The value of the cost function is calculated as:

C(∆) =
2k − v

∆2
.

N ∆opt

C(∆)

N

[ ] Nopt = ⌈log2 n+ 1⌉
[ ]

[ ]

N ∈ [0, 5 × Nopt, 1.5 × Nopt]

N ∈ N

[ ]

[ ]

•

3. Repeat steps 1–2 changing N to obtain a value 
∆opt, which minimizes the value of C(∆).

The obvious problem associated with opti-
mizing the width of the bin in this method is a 
selection of a test number of N baskets. The most 
correct approach would be to examine all the 
possible numbers of baskets. Such an approach, 
especially for large sample size would be very ag-
gravating in terms of performance. Therefore, the 

A



47

Advances in Science and Technology Research Journal  vol. 8 (22) 2014

model used is an approach that narrows the range 
of possible frequencies baskets. This scheme is 
based partially on the rule for the optimum num-
ber of baskets histograms proposed in [7]: 

Nopt = [log2n + l].

Struges formula (see e.g. [7]), formula allows 
to directly determine the optimal number of bas-
kets, but it works correctly for the parameters of 
a normal distribution. Therefore, the primary tool 
used in the model evaluation procedure is pro-
posed in [6], and model is used to narrow down 
the searches for methods to minimize the esti-
mated error. The model is therefore tested for the 
values of the N ϵ [0.5 × Nopt, 1.5 × Nopt] and N ϵ N.

MLP APPROXIMATOR 

Artificial neuron

McCulloch-Pitts neuron model (see in [8]) is 
a very precise and clear description of the model 
of artificial neuron, but its major limitation is nar-
rowing the number of possible outcomes for the 
two binary values (0,1). For approximator prob-
lem there is a need to use a more general model of 
the neuron. According to [2], for the construction 
of multilayer perceptron linear neurons can be 
used. A generalized model of the neuron consists 
of two components:
 • adder, which sums the weighted input values 

and an additional bias. The principle operation 
of the adder in a generalized neuron can be de-
fined using the following formula:

x =
m∑
i=1

xiwi + θ,

[v1, w2, ..., vm] [x1, x2, ..., xn]

θ

•
[0, 1] [−1, 1]

[ ]

• ϕ(x) =
1

1+e− betax

β

• ϕ(x) =
2

1+e−βx − 1 = 1−e−βx

1+e−βx

where:  [v1, w2, ..., vm] – the weight vector of inputs, 
[x1, x2, ..., xn] – a vector of input neuron, 

 Ѳ  – the value of bias for the neuron,

 • activation function, which takes as input a 
designated sum. Activation function neuron 
output amplitude narrows the range [0, 1], or 
alternatively [–1, 1]. Such a function should 
satisfy two conditions:
– continuity between its minimum and maxi-

mum values, otherwise it would be inap-
propriate to assume that the output of the 
neuron would be obtained for all inputs,

–  continuous derivative, preferably possible 
to determine in an analytical form This as-
sumption is needed to make the application 
of learning algorithms based on the con-

cept of gradient minimization of cost func-
tion was possible.

The choice of the activation function changes 
the operating characteristics of artificial neuron 
model. Due to the properties (particularly easy to 
determine the derivative) one of the most com-
monly used activation function is the sigmoidal 
function (see e.g. [9]). The model allows to use 
two types of sigmoidal functions:
 • Unipolar sigmoid function. This function is 

described by the formula: ϕ(x) = 

x =
m∑
i=1

xiwi + θ,

[v1, w2, ..., vm] [x1, x2, ..., xn]

θ

•
[0, 1] [−1, 1]

[ ]

• ϕ(x) =
1

1+e− betax

β

• ϕ(x) =
2

1+e−βx − 1 = 1−e−βx

1+e−βx

 
This function gives for strongly posi-
tive input values close to 1 and the 
output value approaches 0 when input as-
sumes a negative value. In the vicinity 
of 0 the function takes values close to 0.5. The 
β regulates the steepness of the function,

 • Bipolar sigmoid function. This func-
tion is described by the formula: ϕ(x) = 

x =
m∑
i=1

xiwi + θ,

[v1, w2, ..., vm] [x1, x2, ..., xn]

θ

•
[0, 1] [−1, 1]

[ ]

• ϕ(x) =
1

1+e− betax

β

• ϕ(x) =
2

1+e−βx − 1 = 1−e−βx

1+e−βx  It is very similar to unipolar 
activation function, but the output value close 
to –1 is taken when input assumes a negative 
value. In the vicinity of 0 the function takes 
values close to 0. As in the unipolar activation 
function, parameter β regulates the steepness 
of the function.

Multilayer Perceptron

The basic tool used in the approximation is 
multilayer perceptron (see e.g. [10]), which is 
a variant of artificial neural network. It allows 
one to classify, or assign to a certain set of input 
parameters a baseline value of a specific range. 
Multilayer perceptron model is built of k layers 
of neurons. Between neurons in the same layer 
there are no connections. Connections in a multi-
layer perceptron occur only between two adjacent 
layers, wherein the connections are complete and 
unidirectional. This means that each neuron of 
layer i + 1 as input takes the values of all outputs 
of neurons of layer i. In the multilayer perceptron 
model, there are no connections to the higher and 
lower layers.

MLP ability to approximate non-linear 
functions

According to the theorem of universal ap-
proximation property (see e.g. [11]), an MLP net-
work of feed-forward type with a single hidden 
layer containing a specified number of neurons 
with arbitrary activation functions is a universal 
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approximator within the space C(RM). This result 
is extremely important because it guarantees, in 
the context of this work, that the multilayer per-
ceptron can approximate any function mapping 
input parameters to the probability of the event, if 
such a function exists.

Kurt Hornik [12] showed that a proper selec-
tion of the size of the MLP neural network with 
a single hidden layer allows the network to be-
come a universal approximator. It is worth noting 
that one of the first versions of Cybenko Theorem 
proved in 1989 for sigmoid activation function 
refers to the capacity of approximation by MLP. 
This theorem, moreover imposes no restrictions 
on the number of neurons in the output layer, 
which is why we present the theorem in the form 
of a single neuron in the output layer.

Theorem (Universal approximation theorem)

Let ϕ be not fixed, limited and monotoni-
cally increasing continuous function of ac-
tivation. Let 

β

[ ]

k

i + 1

i

[ ]

C(RM)

[ ]

ϕ

U ⊆ Rn, U ∀f ∈ C(U), C(U), and let U be a com-
pact set. Then 

β

[ ]

k

i + 1

i

[ ]

C(RM)

[ ]

ϕ

U ⊆ Rn, U ∀f ∈ C(U), C(U), (where by C(U) 
we mean the space of continuous functions f: 

f : U ⊆ Rn → R ∀ϵ > 0 ∃n ∈ N,

wij, θi, wi i ∈ {1, ..., n} j ∈ {1, ...,m},

(Anf)(x1, ..., xm) =
n∑

i=1

wiϕ

(
m∑
j=1

xiwij + θi

)
,

f

∥f − Anf∥ < ϵ,

(x1, ..., xn)

Anf

[ ]

[ ]

P (j) = (X(j), Z(j)) 1 ≤ j ≤ N

X(j) Z(j)

Y (j) X(j) Z(j)

Y (j) = Z(j)

Q =
N∑
j=1

Q(j) =
1

2

N∑
j=1

M∑
i=1

(
z
(j)
i − y

(j)
i

)2

,

z
(j)
i i j y

(j)
i

) and there are ad-
equate wij, qi, wi where i ϵ{1, ..., n}and j ϵ{l, ..., 
m}, such that:

f : U ⊆ Rn → R ∀ϵ > 0 ∃n ∈ N,

wij, θi, wi i ∈ {1, ..., n} j ∈ {1, ...,m},

(Anf)(x1, ..., xm) =
n∑

i=1

wiϕ

(
m∑
j=1

xiwij + θi

)
,

f

∥f − Anf∥ < ϵ,

(x1, ..., xn)

Anf

[ ]

[ ]

P (j) = (X(j), Z(j)) 1 ≤ j ≤ N

X(j) Z(j)

Y (j) X(j) Z(j)

Y (j) = Z(j)

Q =
N∑
j=1

Q(j) =
1

2

N∑
j=1

M∑
i=1

(
z
(j)
i − y

(j)
i

)2

,

z
(j)
i i j y

(j)
i

is a uniform approximator of function f:

f : U ⊆ Rn → R ∀ϵ > 0 ∃n ∈ N,
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holding for all (x1, ..., xn) from the domain.

In the presented claim approximating func-
tion is described as An f. This notation is to em-
phasis the added that the size of the hidden layer 
plays an important role.

MLP learning with back propagation 
procedure

The back propagation algorithm (see e.g. 
[13]) main goal is to build a map that allows to 
return value for each pattern as close as possible 
the expected value of activation. This mapping, in 
accordance with [13] is constructed on the basis 
of a reference sequence P(j) = (X(j), Z(j)), where 1≤ 
j≤N is the number pattern. Within the reference 
pair X(j) represents the input vector, and Z(j) a vec-
tor of expected outputs from the network. After 
completion of the process of learning the expect-

ed result at the output of the network, denoted Y(j) 
for X(j) is Z(j) which is the result obtained by the 
network should be equal to the result expected Y(j) 
= Z(j) Therefore, if an error is introduced based on 
minimizing the error-square average:
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where:  zi
(j) is the expected output of the i-th out-

put neuron in the pattern j, and yi
(j) is the 

corresponding value determined at the  
output of the network.

Finding the best possible network weights is 
therefore equivalent to the determination of the 
global minimum of Q. Determining the direction 
of the search is done by determining the gradient 
∇Q = δQ

δ

[ ]

[ ]

•

•

 and, therefore, following the steepest 
descent direction. In the case of a single neuron, 
this task could be performed directly, by having 
full information about the expected value of the 
output. In the case of a multilayer network is not 
possible to know directly the expected output 
values for each neuron. Therefore, in accordance 
with [13] applying the concept of determining the 
chain of gradients is necessary.

Back-propagation method is based on gradi-
ent search, which results in convergence to the 
nearest minimum. Therefore it may not guaran-
tee to achieve a global minimum. This method is 
sensitive to the choice of the initial conditions. 
Furthermore, back propagation method may not 
converge to a local minimum, oscillating around 
it instead.

Another problem highlighted in [13], is the 
issue of partial derivatives counter intuitive im-
pact on the length of the step. If the error function 
is relatively flat , then the derivative assumes a 
small value, which results in the short step, and 
therefore on the flat areas of the error correction 
function is done by weight relatively slowly. In 
the situation when the error function is steep, de-
rivatives assume higher values, which automati-
cally results in an increase in step length. In order 
to reduce such behavior method introduces the 
concept of momentum, which allows to include 
information on previous modifications into cur-
rent step. This technique allows in many cases to 
improve the effectiveness of the back propagation 
method, although there is a method which guar-
antees or accelerating convergence in any case.

An important problem is also an initialization 
of weights. The key issue is to ensure they are 
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non-zero and their maximum possible asymme-
try. In practice, a solution is based on a random 
selection of weights, which significantly reduces 
the risk of obtaining too similar weights in the 
network.

Multilayer Perceptron is trained by provid-
ing a complete sequence of patterns, which are 
presented iteratively and also iteratively adjusted 
weights are the network. Within the approximator 
model following stopping criteria for learning are 
applied:
 • the maximum number of iterations condition,
 • increase the value of the error condition – the 

algorithm stops if the error after the presenta-
tion of each sequence increases (which serves 
as a protection against oscillation).

TESTS 

On the basis of theoretical results presented 
above a software testing platform is developed 
within the scope of work on this paper. The data 
set used to test the model was taken from the 
site www.kaggle.com, where a “claim prediction 
challenge” for the insurance company has been 
published. The tests procedure was as follows:
1. Selecting one item from a set of verification, 

selecting the matching elements from the 
training set (classification phase) and, in addi-
tion, drawing from a set of verification pot of 
events according to the same criteria.

2. Performing the complete approximation phase.
3. Calculation of the basic statistics for observa-

tions in both the training and averification set.
4. Comparing stats with the results of the ap-

proximator.

During the tests the model behaviour is de-
pendant to sample sizes and distribution of cases, 
for which the necessity to pay compensation oc-
cured. Below we present sample results obtained 
during testing phase:
1. Sample of size of 423 elements, including 3 

cases, for which the necessity to pay compen-
sation occured (0.866%). Within the verifica-
tion set there were 231 elements, including 2 
cases, for which the necessity to pay compen-
sation occured (0.709%):
 • for the 2 elements with compensations 

the average network result amounted 
0.00748706 with standard deviation of 
0.00234744;

 • for the 229 elements without com-
pensations the average network result 
amounted 0.00760141 with standard de-
viation of 0.00382598,

 This example confirms that model may fail 
to properly distinct elements of higher and 
lower risk.

2. Sample of size of 897 elements, including 7 
cases, for which the necessity to pay compen-
sation occured (0.780%). Within the verifica-
tion set there were 1061 elements, including 7 
cases, for which the necessity to pay compen-
sation occured (0.660%):
 • for the 7 elements with compensations 

the average network result amounted 
0.00586282 with standard deviation of 
0.00000000,

 • for the 1054 elements without com-
pensations the average network result 
amounted 0.00565989 with standard de-
viation of 0.00092168,

 In the latter example presents the situation in 
which the model was able to distinct elements 
of higher and lower risk.

CONCLUSIONS

On the basis of tests, we concluded that the 
developed evaluation model cannot be applied in 
its current form in practice. However, the results 
are promising and suggest that the adopted ap-
proach could efficiently be used in practice sub-
ject to more profound research, especially within 
the approximator module. A key problem is the 
lack of comparability of results of approximator 
between instances of the problem and the tenden-
cy to return a fixed outcome for each input (this 
could be mitigated by applying penalty function 
for zero weights). This problem occurs especial-
ly for collections in which the zero weights are 
strong local minimum. An important observation 
is that the classifier used in the current model is 
a tool of relatively high accuracy and is properly 
fulfilling its role.

The data used to test this model are very dif-
ficult to analyze, mainly due to a very low share 
of cases for which adverse events occurred and 
their fairly distribution over the data set. The 
identification of rules for the occurrence of ad-
verse events is a complicated issue. The scor-
ing model proposed in this paper is capable, 
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provided the tools are properly parametrized, to 
identify within homogeneous groups of observa-
tions (within the meaning of the classifier) cases 
with potentially greater risks, which entitles the 
statement that this model could potentially be 
developed into a functional tool for risk assess-
ment. The scoring model presented in this paper 
may therefore be the starting point for further 
research into this type of approach to the con-
struction of assessment models.
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